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Even More Divide and Conquer
Randomized median finding
Median of medians



k ' Order statistics

Select the ith smallest of # elements (the

clement with rank 7).

*i=1: minimum,

° [ =n: maximum;

ei=(nt1)2]or[ (n+1)/2]: median.

Naive algorithm: Sort and index ith element.

Worst-case running time = O(n Ig n) + O(1)
=0(n lgn),

using merge sort or heapsort (not quicksort).

September 28, 2005 Copyright © 2001-5 by Erik D. Demaine and Charles E. Leiserson L6.2



m-q Randomized divide-and-
2" conquer algorithm
RAND-SELECT(4, p, g, i) > ith smallestof A[p..¢]

if p =¢ then return A[ p]
» < RAND-PARTITION(4, p, ¢)

k<—r—p+1 > k = rank(A4[7])
if i =/ then return 4[]
if i<k

then return RAND-SELECT(A4, p, r— 1, 1)
else return RAND-SELECT(A, r + 1, ¢, i — k)
k
< A[r] > Alr]
p r q

September 28, 2005 Copyright © 2001-5 by Erik D. Demaine and Charles E. Leiserson L6.3




ﬂl Example

Select the i = 7th smallest:

6 10135 |8 |3 |2]|11
pivot
Partition:
2 (5|36 |8 |13]10(11
N J

k=4

Select the 7 — 4 = 3rd smallest recursively.
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_— ' Intuition for analysis

ny

(All our analyses today assume that all elements
are distinct.)

Lucky:
T(n) = T(9n/10) + O(n) nlogool = 50 =1
= 0(n) CASE 3
Unlucky:
T(n)=T(n—1)+ O(n) arithmetic series
= ©(r)

Worse than sorting!
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Randomized median finding

def select(A,p,q,i):
n =q9-p+1; bad = True

if n==1: return A[p]
while bad:
r = partition(A,p,q,randrange(p,q))
k=1r -p
if (k == i): return Al[r]
bad = (k< n//4) or (k> 3*n//4)
if (1 < k):
return select(A,p,r-1,1i)
else:

return select(A,r+1,q,i-k-1)



How many times do we partition?
def select(A,p,q,i):

while bad:

bad = (k< n//4) or (k> 3%*n//4)
if (i < k):

return select(A,p,r-1,1)
else:

return select(A,r+1,q,i-k-1)

P Call a pivot 7 good if |[n/4] elements are on
either side.

P Odds are 50/50.



A random recurrence

P Let W (n) be the random variable for time in while.
P Let s=4/3

T(n) <W(n)+T(n/s)+ O(1)
< W(n) +W(n/s)+T(n/s?)+0(1) +O(1)
log _(n)
< [W(%) +0(1)]
jlogi(n
< W(%)] —i—cllogsn Yn > nyg
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A random recurrence

P Let W (n) be the random variable for time in while.
P Let s=4/3
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A random recurrence

P Let W (n) be the random variable for time in while.
P Let s=4/3
T(n ) W(n) +T(n/s)+0(1)
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Linearity of expectation, again
P Let W(n) be the random variable for time in while.
P Let s=4/3

For all n > n,
log _(n)
' n
( W(—)) +c;log. n
: sJ s

log (n)

>~ V()

< E[ ( )]—Fcllogn
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P Let W(n) be the random variable for time in while.
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How many iterations?

index n/8 n/4 n/2 3n/4
W(n) <con - inj
=1
where

X. =

{1 while runs j times
J

0 otherwise



How many expected iterations?




How many expected iterations?




How many expected iterations?




Probability of exactly j iterations

index n/8 n/4 n/2 3n/4

Y o 1 while runs j times
0 otherwise

PIX;=1=(1—-pit-p
1
— 9



How many expected iterations? (redux)

EW(n)] <cyn - f:jP[X. = 1]

(e @]
§c2n-z

(CLRS4 A.11) < cym -

< c3n
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How many expected iterations? (redux)

W) < en- 3 PIX, = 1]

(e @]
SCQn-Z

(CLRS4 A.11) < cym -

< c3n



Geometric series, again

Let W(n) be time in while. Let s =4/3. For all n > ny:

log_ (n)

E[T(n)] < Z E [W(:—j)] + ¢y log n

log _(n)
n
< ( . c3§> + ¢ log n
J=0

1
(CLRS4-A7) < cyn- T 1 + ¢y log_n



Geometric series, again

Let W(n) be time in while. Let s =4/3. For all n > ny:
log_(n)

ETm)< Y E [W(Sﬁj)} + ¢, log_n

=0

105
( Z Ca— ) + ¢q log n

(CLRS4-A7) < cyn- T

+ ¢y log n



Geometric series, again

Let W(n) be time in while. Let s =4/3. For all n > ny:

E[T(n)] < IO%S(H) E [W(Sﬁj)} + ¢, log_n




Deterministically choosing a good pivot.

P> it turns out we can achieve O(n) time
deterministically
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Deterministically choosing a good pivot.

P it turns out we can achieve O(n) time
deterministically

P deterministic algorithm is more complicated
P practical performance is typically worse

P The main idea of this algorithm is taking the
median of medians



ALGORITHMS

H; Choosing the pivot

Y
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A

wl" Choosing the pivot

)

1. Divide the » elements into groups of 5. Find /esser
the median of each 5-element group by rote. I

greater
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ALGORITHMS

3-' Choosing the pivot

ny

—— =]
I 1 T e

1. Divide the » elements into groups of 5. Find /esser
the median of each 5-element group by rote. I

2. Recursively SELECT the median x of the | /5 |
group medians to be the pivot. greater
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ALGORITHMS

o « Analysis

Y

At least half the group medians are < x, which ~ fesser
is at least | |_n/5Jg/2J =L n/10] group medians. I

greater
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ALGORITHMS

@ Analysis (Assume all elements are distinct.)

ny

At least half the group medians are < x, which ~ fesser

is at least | |_n/5Jg/2J =L n/10] group medians.

* Therefore, at least 3 | 7/10] elements are < x. I
greater
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ALGORITHMS

@ Analysis (Assume all elements are distinct.)

ny

—— ]
555 55 Sexr 0 N 0 SO

At least half the group medians are < x, which ~ fesser
is at least | |_n/5Jg/2J =L n/10] group medians.
* Therefore, at least 3 | 7/10] elements are < x. I

« Similarly, at least 3| #/10] elements are > x.  greater
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Minor simplification

* For n > 50, we have 3 | n/10] > n/4.

* Therefore, for n > 50 the recursive call to
SELECT in Step 4 1s executed recursively
on < 3n/4 elements.

* Thus, the recurrence for running time
can assume that Step 4 takes time
7(3n/4) in the worst case.

* For n < 50, we know that the worst-case
time is 7(n) = O(1).
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| ‘;; Developlng the recurrence

wy

T(n)  SELECT(i, n)
1. Divide the n elements into groups of 5. Find
O(n) the median of each 5-element group by rote.

2. Recursively SELECT the median x of the | /5 |

I(n/5) { group medians to be the pivot.

®(n) 3. Partition around the pivot x. Let & = rank(x).

(4.if i =k then return x
elseif i </k
then recursively SELECT the ith

T(3n/4) § smallest e%/ement in the lower part
else recursively SELECT the (i—k)th
\ smallest element in the upper part
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A familiar recurrence

T(n)=T(n/5) +T(3n/4) + cn
(Guess) T(n) <dn,n > n,
(Strong induction) < (1/5)dn + (3/4)dn + cn
(Choice of ¢, d) <dn
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